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b Departamento de Ciencias de la Atmósfera y los Océanos, FCEN, Universidad de Buenos Aires, Buenos Aires, Argentina

c Centro de Investigaciones del Mar y la Atmósfera (CIMA/CONICET-UBA), Buenos Aires, Argentina
d Instituto Franco-Argentino para el Estudio del Clima y sus Impactos (UMI IFAECI/CNRS-CONICET-UBA), Buenos Aires, Argentina

e Department of Atmospheric Sciences, University of Illinois at Urbana–Champaign, Urbana, Illinois
f Department of Atmospheric Science, Colorado State University, Fort Collins, Colorado

g Instituto de Estudios Avanzados en Ingenierı́a y Tecnologı́a (IDIT CONICET/UNC), Córdoba, Argentina
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ABSTRACT: Sierras de Córdoba (Argentina) is characterized by the occurrence of extreme precipitation events during the
austral warm season. Heavy precipitation in the region has a large societal impact, causing flash floods. This motivates the fore-
cast performance evaluation of 24-h accumulated precipitation and vertical profiles of atmospheric variables from different
numerical weather prediction (NWP) models with the final aim of helping water management in the region. The NWP models
evaluated include the Global Forecast System (GFS), which parameterizes convection, and convection-permitting simulations
of the Weather Research and Forecasting (WRF) Model configured by three institutions: University of Illinois at Urbana–
Champaign (UIUC), Colorado State University (CSU), and National Meteorological Service of Argentina (SMN). These models
were verified with daily accumulated precipitation data from rain gauges and soundings during the RELAMPAGO-CACTI field
campaign. Generally all configurations of the higher-resolutionWRFs outperformed the lower-resolution GFS based on multiple
metrics. Among the convection-permitting WRF Models, results varied with respect to rainfall threshold and forecast lead
time, but the WRFUIUC mostly performed the best. However, elevation-dependent biases existed among the models that
may impact the use of the data for different applications. There is a dry (moist) bias in lower (upper) pressure levels which is
most pronounced in the GFS. For Córdoba an overestimation of the northern flow forecasted by the NWP configurations at
lower levels was encountered. These results show the importance of convection-permitting forecasts in this region, which
should be complementary to the coarser-resolution global model forecasts to help various users and decision-makers.

KEYWORDS: Forecast verification/skill; Forecasting; Numerical weather prediction/forecasting; Model comparison;
Model evaluation/performance

1. Introduction

The Sierras de Córdoba (SDC; Fig. 1) is a complex terrain
region in central Argentina characterized by the occurrence
of extreme precipitation events (Zipser et al. 2006). Storms
over this region are unique in terms of their vertical extent
(Rasmussen et al. 2014) and known to produce high-impact
weather events including large hail (Mezher et al. 2012; Kum-
jian et al. 2020) and heavy precipitation (Matsudo and Salio
2011; Rasmussen et al. 2014).

The prediction and diagnosis of accumulated precipitation
by numerical weather prediction (NWP) models in this area

(SDC) is challenging due to its steep terrain (Yáñez-Morroni
et al. 2018). The SDC are characterized by a transition from a
mountainous semiarid region over mountain peaks to a large
agricultural flat landscape eastward. Topography produces
strong modifications of the synoptic-scale circulation, leading
to high spatial variability in the low-level flow over mountains
(Whiteman 2000). In addition, orography plays an important
role in the distribution of precipitation over land and particu-
larly, mountain shape impacts on precipitation location and
amount (Robinson and Businger 2019). Therefore, accurately
simulating the influence of complex terrain on the atmosphere
is required to provide reliable NWP model forecasts. For
example, Barthlott et al. (2006) showed that simulations with
2.8-km grid spacing represented terrain-forced secondary
circulation systems better than simulations with 7-km gridCorresponding author: Gimena Casaretto, gcasaretto@smn.gob.ar
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spacing, leading to horizontal mass convergence over the
main mountain ridge prior to the formation of a thunderstorm
over the Black Forest in Germany. They found that mesoscale
circulation systems can be a factor controlling the initiation
and development of convection above complex terrain under
weak synoptic flows. Schwartz (2014) and Mahoney (2016)
suggested that heavy rainfall forecasts may benefit from grid
spacings finer than 4 km in complex terrain by analyzing
the 2013 Colorado Flood. Nevertheless, Liu et al. (2011)
and referenced papers suggested that high horizontal reso-
lutions alone are not enough to obtain skillful simulations
of topographic precipitation. Other factors such as resol-
ving cloud structure, adequate treatments of cloud micro-
physics and subgrid processes in NWP models are also
crucial.

Although there is a general consensus that rainfall forecast
skill is significantly improved by using convection-permitting

models rather than coarser-resolution and parameterized con-
vection in NWP models (Clark et al. 2016), some studies have
reported on the benefits of decreasing horizontal grid spacing
beyond 4 km depending on the variables analyzed and the
type of verification considered (Loken et al. 2017). For exam-
ple, Kain et al. (2008) showed that 2-km horizontal grid spac-
ing forecasts produced more convective detail, such as finer
scale structure, but with no significant added value relative to
the 4-km forecasts. Additionally, Potvin and Flora (2015)
found that employing a 4-km resolution was too coarse to reli-
ably resolve key supercell processes in idealized simulations.

Several studies have examined different NWP model reso-
lutions and schemes, and their influence on the rainfall fore-
cast skill over distinct complex terrain areas in the world
during the warm season (e.g., McBride and Ebert 2000; Weis-
man et al. 2008; Zhu et al. 2018; Takemi 2018; Yáñez-Morroni
et al. 2018). The results suggest significant added value in
high-resolution convection-permitting forecasts of precipita-
tion events. In Argentina, progress in warm season precipita-
tion forecasting capabilities has been achieved through the
implementation of a high-resolution NWP model over south-
ern South America (Garcı́a Skabar et al. 2018). Nevertheless,
the ability of the NWP model to represent convection initia-
tion over the SDC remains relatively unquantified. Mulhol-
land et al. (2019) and Alvarez Imaz et al. (2021) documented
the importance of terrain representation in high-resolution
NWP models in order to improve high-impact weather fore-
casts over this region. Piersante et al. (2021) showed that
models with parameterized convection have persistent biases
in midlevel moisture in both North and South America, which
also degrade precipitation forecasts. Therefore, considering
that the heavy precipitating systems influenced by the SDC
are not well represented (Ward et al. 2011), it is troublesome
to achieve a good water resources management in the prov-
ince of Córdoba.

The Remote sensing of Electrification, Lightning, And
Mesoscale/microscale Processes with Adaptive Ground Obser-
vations (Nesbitt et al. 2021)–Clouds, Aerosols, and Complex
Terrain Interactions (Varble et al. 2021) (RELAMPAGO-
CACTI) field campaigns were conducted during the 2018/19
austral warm season, with an intense observing period (IOP)
during November and December, with the aim of observing
convective storms leeward of the Andes in the center of Argen-
tina. Forecasting the location and timing of convective initiation,
the convective mode and its further possible propagation was
critical to the success of RELAMPAGO-CACTI. Mobile asset
deployment was decided largely based on forecast briefings
given twice a day at the operational center. The location of
radiosonde launches, mobile radars, surface stations, as well as
the radar scan strategies of fixed radars, GOES-16 Advanced
Baseline Imager 1-min mesoscale domain sectors, DOE Gulf-
stream-1 flights, as well as many other decisions during the field
campaign were implemented considering the forecast team
products. To support forecasting activities, different NWP mod-
els were run and used regularly by the forecast team at the
operational center. Particularly, there were three different con-
figurations of the convection-permitting Weather Research and
Forecasting (WRF) Model (Skamarock et al. 2008; Powers et al.

FIG. 1. Black boxes show rain gauge sites and gray circles identify
the location of the sounding sites considered for evaluation
(Córdoba, Villa Dolores, and Villa Yacanto). Contour lines repre-
sent the Sierras de Córdoba height MSL contours (dashed lines at
500 and 1500 m and solid line at 1000 m). The small gray dots rep-
resent the precipitation interpolation grid.
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2017) runs carried out during the RELAMPAGO-CACTI pro-
ject by the following institutions: National Meteorological Ser-
vice of Argentina, University of Illinois at Urbana–Champaign,
and Colorado State University. These high-resolution NWP
model forecasts are the primary dataset analyzed in this study.

The motivation of this work lies in the existing need to eval-
uate high-resolution NWP models particularly over complex
terrain. Precipitation prediction in the SDC region plays an
important role in the decision making of the diverse water
resources needs in the region. Water reservoir systems in the
area originate on SDC, and provide drinking and irrigation
water, flood control, the generation of electricity and recrea-
tional activities. Different basins over the SDC present tor-
rential characteristics and a rapid response to rainfall events.
They are also widely used for recreational purposes, which
carries a risk associated with flash floods. The optimal man-
agement of their water resources is an important issue consid-
ering that this region suffers from a long dry period fromMay
to September (Penalba and Vargas 2004). Note that the
extensive plain area eastward of SDC is one of the most
important agricultural and livestock regions in the country.
There are significant floods in agricultural and urban areas,
mainly caused by water accumulation due to heavy rainfall
events (Matsudo and Salio 2011; Rasmussen et al. 2014) and
little soil infiltration capacity. An adequate short-term rainfall
forecast is a fundamental tool for a successful water manage-
ment and to mitigate hydrological risk over both the moun-
tainous regions and the plains.

The objective of the present paper is to evaluate the
forecast performance of 24-h accumulated precipitation and
atmospheric profiles of the different high-resolution convec-
tion-permitting (3 and 4 km) regional WRF simulations
implemented during RELAMPAGO-CACTI IOPs, including
a comparison with the coarser resolution Global Forecast
System (GFS) forecasts, which has a horizontal grid spacing
of approximately 13 km. The accuracy of the forecasts over
the complex terrain of the SDC is a particular focus. The fore-
casts were evaluated using the available surface rain gauge
stations interpolated to 0.058 and relevant RELAMPAGO-
CACTI atmospheric soundings as a reference.

This article is structured as follows: section 2 describes the
main characteristics of the available surface station network
data and the configuration of the different numerical weather
prediction models, as well as the methodology carried out to
evaluate their 24-h accumulated precipitation forecasts and
their atmospheric profiles. Section 3 presents the validation
results for the entire region, as well as an analysis with respect
to terrain type, i.e., differentiating between orography and
plain areas. This section also discusses the validation of the
different atmospheric profiles. Finally, in section 4, the con-
clusions and final considerations are presented.

2. Data and methodology

a. Surface stations and sounding sites

A network of 125 surface rainfall stations from different
institutions within the RELAMPAGO-CACTI area of study

is considered (Fig. 1). The study period is established based
on the RELAMPAGO-CACTI IOP and the common
period among the forecasts evaluated: from 3 November to
16 December 2018 (43 days). The surface stations belong to
seven different institutions: the National Hydrological
Service of Córdoba (50 stations), the National Institute of
Agricultural Technology of Argentina (2 stations), the National
Meteorological Service of Argentina (SMN, 6 stations), the
National System of Meteorological Radars of Argentina
(5 stations), the Meteorological Stations Network of San
Luis (11 stations), and Córdoba Board of Trade and the
Ministry of Production of Córdoba (51 stations). They are
all automatic stations with tipping-bucket rain gauges, except
the ones from SMN that are conventional meteorological plu-
viometers. The 24-h accumulated precipitation is considered
because only a small portion of the available rain gauges
stores the data hourly. Due to the existence of different
measuring strategies among the institutions considered, we
define 24-h accumulated precipitation as the accumulated
precipitation at 1200 UTC of each day, considering the pre-
vious 24 h.

Given that the databases are provided by different institu-
tions, the following quality control was done. First, only sta-
tions with 24-h precipitation data were considered. Periods of
missing data (i.e., sensor downtime) and no-precipitation
were identified separately. All stations with 24-h precipitation
equal to zero due to a possible transmission error were evalu-
ated initially by checking cloud cover at each site using satel-
lite information. Only clear skies situations were included in
the sample while cloudy skies were considered as a transmis-
sion error. Although some stations did not have the complete
data series, missing data represents only 5% of each station
during the RELAMPAGO-CACTI period. With the aim of
evaluating the precipitation forecasts with the largest number
of observations possible, none of the stations were rejected.
To unify the irregularly spatially distributed precipitation data
and achieve a high-resolution grid of accumulated 24-h pre-
cipitation observations, linear interpolation is used to take the
surface station data to a regular grid with a 0.058 spatial reso-
lution, covering the area enclosed by 33.28–30.58S and
65.38–648W. Due to the distribution of the available observa-
tions, when the smallest convex set that contains the stations
is considered, a missing value is taken for the points that are
outside of the convex hull of the input points but inside the
area of study (see white regions in Fig. 4; Virtanen et al.
2020). The 0.058 spatial resolution was chosen for being lower
than the WRFModel configurations. Nevertheless, it still pro-
vides the advantages of high resolution. Note, however, that
this resolution is finer than the GFS output grid. It is worth
mentioning that nearest neighbor and cubic interpolations
were tested for the regular grid construction, but the one that
best matched the available surface observations and that best
represented the topographic features, i.e., heavy rain, was the
linear interpolation.

During the RELAMPAGO-CACTI IOP there were multi-
ple mobile and fixed sounding sites (Schumacher et al. 2021)
within 33.28–30.58S and 65.38–648W with launches at 1200 UTC
throughout the campaign. The locations sites with topographic
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features used for the atmospheric profile evaluation are dis-
played in Fig. 1, and include Villa Dolores (located westward of
the SDC, 584 m MSL), Villa Yacanto (located eastward of high-
est peak of SDC, 1161 m MSL), and Córdoba (located eastward
of the SDC, 490 m MSL). We focus our analysis on temperature
(T), dewpoint temperature (Td), and wind components (u and
y) at various pressure levels and forecast times to evaluate possi-
ble forecast biases.

b. Numerical weather prediction

1) GLOBAL FORECAST SYSTEM

The GFS is a global NWPmodel developed by the National
Oceanographic and Atmospheric Administration (NOAA)
National Centers for Environmental Prediction (NCEP).
During the period of interest, the GFS version 14 with
parameterized convection was available with a horizontal
resolution of 0.258. The initial conditions are obtained
through the Global Data Assimilation System, which uses a
hybrid four-dimensional ensemble variational formulation
(Buehner et al. 2013). The GFS forecasts are run for 384 h
in four different cycles each day, initialized at 0000, 0600,
1200, and 1800 UTC, with hourly data outputs. For a com-
plete description of this version of the model, readers are

referred to https://www.emc.ncep.noaa.gov/emc/pages/numerical_
forecast_systems/gfs/documentation.php.

The forecasts from the 0000 and 1200 UTC cycles are con-
sidered in the analysis presented below.

2) WEATHER RESEARCH AND FORECASTING MODEL

The WRF Model is an open source state-of-the-art atmo-
spheric modeling system, designed for both research and
operational NWP (Skamarock et al. 2008; Powers et al. 2017).
WRF offers a large variety of parameterizations for atmo-
spheric processes of diverse temporal and spatial scales. This
study uses the Advanced Research version of WRF (ARW)
dynamic core developed and maintained by the National Cen-
ter of Atmosphere Research (NCAR) Mesoscale and Micro-
scale Meteorology Laboratory.

As discussed in the introduction, three different WRF-
ARW configurations were used for forecast operations during
the RELAMPAGO-CACTI IOP field campaign. These ver-
sions were implemented by the National Meteorological
Service of Argentina (WRFSMN), the University of Illinois at
Urbana–Champaign (WRFUIUC), and the Colorado State
University (WRFCSU).

These WRF configurations have different simulation domains
(see Fig. 2), but their boundary conditions were all obtained

FIG. 2. Domain boundaries of the different WRFModel configurations.
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from GFS. The main characteristics and parameterizations of
these NWPWRF configurations are shown in Table 1.

The orography represented by each regional NWP model is
slightly different (see Fig. 3). Although the three model configura-
tions use the same geographic data resolution of 30 arc s (approxi-
mately 0.927 km), different Lambert map projection parameters
are used which, in addition with the horizontal resolution of each
model configuration (3 or 4 km), lead to different grid points. It is
also worth mentioning that the WRFUIUC and WRFCSU have
a hybrid coordinate system option that was added in WRF v.4
with levels defined by user, which is not included in the

WRFSMN configuration. A stretched vertical grid was used in
WRFUIUC and WRFCSU with higher resolution in the atmo-
spheric boundary layer to better represent terrain flows and con-
vective cold pools in the lower atmosphere. The default sigma
coordinates are used in theWRFSMN configuration.

The different parameterizations employed by each WRF-
ARW configuration (Table 1) are briefly described here. The
three WRF configurations were executed in a convection-
permitting mode (i.e., no convective parameterization).
Note that as described above, GFS uses a convective
parameterization.

TABLE 1. Characteristics and parameterization of each WRF Model used. Detailed explanation in text (section 2).

Characteristic WRF UIUC WRF CSU WRF SMN

WRF version 4 4 3.8
Horizontal resolution (km) 3 4 4
Vertical levels 51 (defined by user) 51 (defined by user) 38 (by default)
Model top 20 hPa 50 hPa 50 hPa
Geographic data resolution MODIS 30 s USGS lakes 30 s 30 s
Boundary and initial condition GFS 0.258, 3-h frequency GFS 0.258, 3-h frequency GFS 0.258, 1-h frequency
Projection Lambert (centered in 32.798S,

678W)
Lambert (centered in 328S,

65.258W)
Lambert (centered in 358S,

608W)
Parameterizations
Microphysics Thompson (two-moment) Morrison (two-moment) WSM6 (one-moment)
Boundary layer YSU MYJS MYJS
Radiation RRTMG RRTMG RRTM
Surface Noah Noah Noah

FIG. 3. (top) Contours of terrain elevation represented from 100 m MSL for each model used and (bottom) latitudinal transects at
32.58 and 31.58S together with the database considered as the reference topography.
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The microphysics schemes used in the different WRF con-
figurations are Thompson (Thompson et al. 2008), WRF
single-moment 6-class (WSM6; Hong et al. 2006), and Morri-
son double-moment scheme (MDMS; Morrison et al. 2009).
Thompson and MDMS are double-moment schemes for ice,
snow, rain, and graupel. WRFSMN uses WSM6, which
employs a single moment representation for all species.

Regarding the radiation parameterizations used, the Rapid
Radiative Transfer Model (RRTM) (Mlawer et al. 1997) scheme
has calculations for multiple bands and microphysics species,
while the RRTMG (Iacono et al. 2008) is the new version of
RRTM that includes updates considering the overlap of clouds.

The Noah land surface model (Niu et al. 2011) is used in all
three model configurations. It is a development by NCEP/
NCAR/Air Force Weather Agency with a scheme of tempera-
ture and humidity of four soil layers.

Last, the boundary layer parameterizations used include
the Mellor–Yamada–Janjić scheme (MYJS; Janjić 1994), con-
taining a one-dimensional prognostic turbulent kinetic energy
scheme with local vertical mixing, and the Yonsei University
Scheme (YSU; Hong et al. 2006), which considers counter-
gradient fluxes and generally represents deep planetary bound-
ary layer circulation more accurately than local schemes.

These model configurations and schemes were determined
by the different institutions (i.e., SMN, UIUC, CSU) consid-
ering their high performance computer capabilities to run
operationally during RELAMPAGO-CACTI IOPs.

c. Period and area of study

NWP model verification over the complex terrain of the
SDC is carried out over a limited study area. Taking into
account the domains of all the NWP models and the availabil-
ity of the surface network observations, the study area is
defined as a box that contains the most important river basins
of the Córdoba province. This is crucial to aid decision mak-
ing regarding the diverse water resources needs in the region
(including the river basins of Anizacate, Cruz del Eje, La
Cañada, La Viña, Los Molinos, Piedras Moras, Rı́o Cuarto,
Saldan, and San Roque). The latitudinal and longitudinal lim-
its of this bounding box are 33.28, 30.58S and 65.38, 648W,
respectively (see Fig. 1).

As mentioned above, 24-h accumulated precipitation forecasts
at 1200 UTC are evaluated for a common validation period of
43 days (from 3 November to 16 December). Accordingly, for
the 1200 UTC NWP model initializations, the accumulated pre-
cipitation forecasts were obtained from both the integration of
the first 24 h and between 24- and 48-h lead times, hereafter
referred to as “F 24-h” and “F 48-h,” respectively. Regarding
the evaluation for the 0000 UTC cycle initialization, the accumu-
lated precipitation forecasts were obtained from the integration
between 12- and 36-h lead times, hereafter referred to as “F 36-
h.” Note that in order to maintain the same validation period
among the forecasts, the initializations from 2 (1) November to
15 (14) December were taken for F 24-h (F 36-h and F 48-h).
The NWPmodel forecasts were interpolated linearly to a regular
grid with a 0.058 spatial resolution like the observations, as
described in section 2a, to facilitate their comparison.

The same forecast lead times are considered for atmo-
spheric profile evaluation at different sounding sites (F 24-h
and F 48-h for 1200 UTC initialization; F 36-h for 0000 UTC
initialization). The nearest grid point of each NWP model to
the location of the sounding site was used for the validation.
The sounding levels, of high vertical resolution (5 hPa), were
interpolated vertically to the NWP model vertical resolutions.

d. Statistical methods for evaluation

The 24-h accumulated precipitation forecasts were evalu-
ated considering the interpolated observation fields as a
reference. In this study, different strategies are used for verifi-
cation and are described below.

The 24-h accumulated precipitation values greater than 0.1
mm day21 are defined as a precipitation event. The percen-
tiles for each grid point and categorical statistics that measure
the correspondence of the occurrence (or lack of occurrence)
of the precipitation event were calculated. A contingency
table was constructed taking into account different precipita-
tion thresholds (0.1, 1, 3, 5, 10, 15, 20, 25, 30, 40, and 50 mm
day21). For each precipitation event when the forecast is cor-
rect, either a hit (H) or a correct rejection (CN) is obtained,
while when the forecast is incorrect, either a false alarm (F)
or a miss (M) is obtained (Table 2). A hit represents the num-
ber of cases (grid points) in which the accumulated precipita-
tion values that were observed and predicted are above or
equal to the threshold value of interest, while a miss repre-
sents the cases in which the observed value was above or
equal to the threshold, but the predicted value was below it.
False alarms are recorded when the accumulated precipitation
predicted was above or equal to the threshold of interest but
observed below it and, finally, correct rejection corresponds
to when both the accumulated precipitation observed and
predicted were below the threshold of interest. From this con-
tingency table, different indices are calculated to evaluate the
performance of the models.

Different categorical statistics are used for forecast evaluation.

• The bias score (BIASS) is the ratio of the relative fre-
quency of forecasted events and observed events. Its value
can vary between zero and infinity; its optimal value is
equal to one. BIASS values above one (below one) indicate
that the forecast system exhibits overestimation (underesti-
mation) of the frequency of events [Eq. (1)]:

BIASS 5
H 1 F
H 1 M

: (1)

• The equitable threat score (ETS) is the correctly predicted
precipitation fraction considering a number of random hits

TABLE 2. Contingency table for calculating categorical statistics.

Precipitation (mm day21)
Observed $

threshold
Observed ,

threshold

Forecast $ threshold H F
Forecast , threshold M CN
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(Hrandom). Its value can vary between 20.33 and 1, where 1
indicates a perfect forecast [Eq. (2)]:

ETS 5
H 2 Hrandom

H 1 M 1 F 2 Hrandom
;

Hrandom 5
H 1 M( ) H 1 F( )

total
:

(2)

• The probability of detection (POD) measures the propor-
tion of the observed events that were correctly forecasted
over the total population, where a perfect score equals
one [Eq. (3)]:

POD 5
H

H 1 M
: (3)

• The false alarm ratio (FAR) provides information on the
relationship between the number of false alarm cases and
the number of predicted events. It ranges between zero and
one, where the optimal value is equal to zero [Eq. (4)]:

FAR 5
F

H 1 F
: (4)

The fractions skill score (FSS) was also calculated. The FSS
is a spatial verification measurement used for assessing the
performance of precipitation forecasts from NWP models
(Roberts and Lean 2008). Previous studies have shown that
the FSS is able to give a direct measure of the error in the
placement of precipitation as it considers different domain
sizes for the verification (Sobash et al. 2011; Baldauf et al.
2011, among others). To evaluate the FSS the thresholds used
are the same as those described above for the categorical sta-
tistics. A binary grid was created in which all the grid squares
that exceed the threshold of interest are assigned a value of 1
and the others a value of 0. For each square neighborhood
(1 3 1, 5 3 5, 9 3 9), the corresponding fraction in Eq. (5) is
calculated for each grid point. FSS values are obtained for
each threshold and each neighborhood gridpoint size; the
perfect score is one. Following (Skok and Roberts 2016), the
FSS minimum value for a “useful” forecast is 0.5 (i.e., better
than a random chance). In the calculations the observations
regular grid mask of missing values (Fig. 4) is used for the
forecast fields, and missing values are considered null (not
considered), so both observational data and forecast fields are
treated the same way. Additionally, zero accumulated precipi-
tation is assumed outside the domain and only the neighbor-
hoods with centers located inside the domain are used to
calculate the FSS value (Jones 2014).

The FSS is divided by the sum of the mean square forecast
and observed fraction [Eq. (5)] where N is the number of win-
dows in the domain, Pfcst the forecast fraction, and Pobs is the
observed fraction of the sliding window:

FSS 5 1 2

1
N

∑N
i51

Pfcst 2 Pobs( )2

1
N

∑N
i51

Pfcst( )2 1 1
N

∑N
i51

Pobs( )2
: (5)

In addition, a comparison among volumetric probability
distribution functions (PDFs) is presented (Amitai et al.
2012). Such PDFs represent the distribution of rain volume
(R), as they are constructed according to the relative contribu-
tion made by each precipitation interval to the total precipita-
tion volume. The volumetric PDF is defined as the sum of the
rain rates for a given 1 2 dBR interval divided by the total
sum of the rain rates [dBR 5 10log(R/1 mm day21); units of
R5 mm day21]:

PDF Ri( ) 5

�Ri10:5

Ri20:5
R 3 P R( )dR

�‘

0
R 3 P R( )dR

: (6)

In the PDF(R) definition shown in Eq. (6), P(R) represents
the probability of rain-rate occurrence and i is the 1 2 dBR
interval bin number. The area under the pdf curve from R 5

0 to R 5 Ri represents the cumulative distribution function
(CDF) of Ri, or the fraction of rain volume contributed by
intensities below Ri. For example, half of the rain volume is
contributed from R , Ri for CDF(Ri) 5 0.5. However, if the
CDF represents the CDF of rain-rate occurrence (as opposed
to volumetric CDF), then half of the rainy area (as opposed
to rain volume) is contributed from R , Ri. Thresholds used
are the same as for the categorical statistics adding extreme
events 24-h accumulated precipitation bins 75 and 100 mm
day21. This kind of measure represents a general comparison
among the different precipitation distributions and, therefore,
is complementary to the evaluation given by ETS, POD,
FAR, and BIASS.

Finally, bias mean error was considered for atmospheric
profile validation, where a perfect score is equal to zero
[Eq. (7)]:

bias 5 forecast 2 observation: (7)

3. Results

a. Precipitation fields predicted by the NWP models

Figure 4 (left panel) shows the observed total accumulated
precipitation at each grid point for the entire period of study,
i.e., 3 November 2018–16 December 2018. It has a spatially
and temporally averaged 24-h precipitation of 3.3 mm (note
that the missing values were not considered in the calculation,
but null values yes). This figure further shows that the areas
of maximum accumulated precipitation are observed over the
SDC, indicating that complex terrain enhances precipitation.
Finally, in the lower right and upper left quadrant of Fig. 4
(left panel), i.e., 338S, 64.58W, in the plains, we identify the
areas with the minimum rainfall for the period of study, which
indicates that the plain regions are drier, consistent with the
typical summer precipitation regime in the area (Penalba and
Vargas 2004).

The corresponding forecasted accumulated precipitation
and the spatially and temporally averaged 24-h accumulated
precipitation is also computed for WRFSMN, WRFCSU,
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WRFUIUC, and GFS, for each forecast time (see Fig. 5). In
addition, Fig. 6 shows the difference between the accumulated
precipitation forecasted by each NWP model and the
observed accumulated precipitation (NWP models field minus
observations field) to aid the analysis.

In general, all NWP models have a similar behavior. They
show a shift in the location of maximum precipitation, and
they fail to detect the observed precipitation maximum
located near the southern edge of the verification domain.
The differences between the forecasted and observed 24-h
accumulated precipitation in Fig. 6 reveal that all the
NWP configurations studied show the largest overestima-
tions over the orography and underestimations to the west
of the SDC. The spatially and temporally averaged 24-h
forecasted precipitation (listed in the different titles of
Figs. 5) shows a general overestimation over the domain
of interest.

The WRFSMN F 36-h particularly, shows larger differences
in the orographic precipitation enhancement zone than the
forecast runs initialized at 1200 UTC, i.e., F 24-h and F 48-h
(Fig. 6), due to the different initialization times of the NWP
models. In the region located west of the SDC, all the fore-
casts show underestimation, negative biases, being the F 24-h
the forecast with the largest differences. Positive biases are
shown eastward of SDC.

WRFCSU shows for F 36-h and F 48-h forecasts that the
maximum differences are extended to the north-northeast of
the study region. The largest positive differences with respect
to the observation field are observed to the north of the complex
terrain where the topography elevation and slope are less pro-
nounced than the central part of the SDC. The WRFCSU
configuration has the largest averaged 24-h accumulated pre-
cipitation differences with respect to the observed field for the
F 24-h and F 36-h forecasts (1.9 mm day21 in both forecast
lead times, respectively); whereas the WRFSMN shows the
largest differences for the F 48-h forecast (1.8 mm day21).

Regarding WRFUIUC, it overestimates the precipitation in
some regions and for all forecast times, but in a smaller mag-
nitude compared to the previously mentioned WRF Model
configurations. Furthermore, the low bias of WRFUIUC com-
pared with the observations show a larger areal extent than
the other WRFModel configurations. In addition, the maximum
precipitation areas for F 24-h and F 36-h are correctly placed.
The spatially and temporally averaged precipitation shows that
the WRFUIUC has the closest values to the observed field.

The lower-resolution GFS forecasts show several precipita-
tion maxima both over the orography and the plains east and
northeast of the SDC. The behavior of the three forecast
times analyzed is similar: overestimations over the SDC and
in smaller magnitude, to the east of them, and underestimations

FIG. 4. Analyzed accumulated precipitation (mm) for the period of study, (left) with the spatially and tempo-
rally averaged precipitation in 24 h in the title and (right) 90th percentile of 24-h accumulated precipitation
(mm every 24 h). The dashed line is the contour of 750 m MSL. Regions in white denote no observational data
to interpolate.
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to the west of the orography. Gridpoint convection has been a
major issue in the GFS model prior to the implementation of
the Finite Volume Cubed-Sphere dynamical core during 2019

(FV3, https://www.weather.gov/news/fv3). GFS microphysics
rains out much faster than the available WRF microphysics
schemes.

FIG. 5. Accumulated precipitation fields (mm) for the period of study of all the NWP models (columns) and forecast times (rows). Rows
show the precipitation in the 24-h period ending at forecast hours 24, 36, and 48, respectively. (first column) WRFSMN, (second column)
WRFCSU, (third column) WRFUIUC, and (fourth column) GFS. The spatially and temporally averaged precipitation in 24 h (considering
the same mask of Fig. 4) is indicated in the title of each panel. The dashed line is the contour of 750 mMSL.
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FIG. 6. Mean differences between accumulated precipitation fields (mm day21) for the period of study between NWP models and obser-
vation fields (NWP models field 2 observations field) for each forecast time divided by the study period (43 days). Solid contour lines
show positive values, and the dashed contour lines show negative values. (top) F 24-h, (middle) F 36-h, and (bottom) F 48-h forecasts. (first
column) WRFSMN, (second column) WRFCSU, (third column) WRFUIUC, and (fourth column) GFS. In addition, the differences
between the spatially and temporally averaged precipitation in 24 h forecasted and observed are indicated in the title of each figure (using
one decimal place rounding).

WEATHER AND FORECAS T ING VOLUME 37250

Unauthenticated | Downloaded 04/12/23 01:43 PM UTC



Additionally, the mean bias is calculated for all the forecast
lead times using Eq. (7) and a nearest neighbor interpolation
of the NWP to the surface station locations (Fig. 7). All the
NWP configurations studied show the largest overestimations

over the orography and underestimations to the west of the
SDC and around 31.58S and 64.258W. The WRFUIUC shows
lower values of wet and dry biases for all the forecast times,
but for F 24-h and F 36-h has a larger number of stations with

FIG. 7. Surface stations forecast mean bias of all the NWP models (columns) and forecast times (rows). (top) F 24-h, (middle) F 36-h,
and (bottom) F 48-h forecasts. (first column) WRFSMN, (second column) WRFCSU, (third column) WRFUIUC, and (fourth column)
GFS. Circles denote negative values and triangles positive. The dashed line is the contour of 750 m MSL.
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negative biases (underestimation) compared with the other
NWP models. In general, the GFS is the NWP model with the
largest bias magnitudes, except in the F 36-h where the
WRFCSU has wider overestimations extended to the north-
northeast of the study region. Last the WRFSMN F 36-h
shows minor values of negative biases in the SDC and to the
west than the forecast runs initialized at 1200 UTC, i.e., F 24-h
and F 48-h. Note that these results are consistent with the dis-
cussion presented above regarding Fig. 6. Authors are aware
that the verification of the NWP models is sensitive to the
method of validation chosen, nearest neighbor interpolation
or regular grid and which method of interpolation is used,
which implies an additional difficulty to evaluate the different
forecasts products. Using a regular grid instead of nearest
neighbor interpolation produces smoothing effects in the
calculated scores; but also, the chosen grid determines which
statistical methods can be computed. Therefore, hereafter we
decided to show all the statistics calculated using the 0.058 reg-
ular grid linearly interpolated.

The 90th percentile of accumulated daily precipitation for
each model configuration is shown in Fig. 8 for the period of
interest. Similarly, Fig. 4 (right panel) shows the 90th percentile
of the observed accumulated daily precipitation. The Fig. 8
shows that the high-resolution NWP models (i.e., the different
WRF configurations) have their extremes in the north region
of the study area and over the SDC; which is consistent with
the previous analysis of accumulated daily precipitation and
the observations. Specifically, comparing the NWP model
fields with the observations, we notice a particular similarity
in the detection of a relative maximum near 338S and 658W in
the WRF Model configurations F 24-h. Although this relative
maximum is overestimated, the WRFUIUC has the values
closest to the percentile of the observation, but the maximum
is misplaced. Most of the NWP model configurations over-
estimate the 90th percentile; however, the comparison of
the 90th percentile fields with the accumulated precipita-
tion shows that the statistics have a more homogenous dis-
tribution and a smaller difference between SDC and the
plains areas.

Figure 9 shows the 24-h accumulated precipitation aver-
aged in latitude between 33.28 and 30.58S in Hovmöller dia-
grams (time–longitude plots) for the whole study period and
for each NWP model configuration and the available observa-
tions. We plot the diagram with respect to longitude since this
captures the principal eastward propagation of precipitation
systems over the midlatitudes in South America (Vila et al.
2008; Salio et al. 2007), which is seen in the events of 4
November and 13 December although neither of the NWP
models manage to represent the observed propagation. Dif-
ferently, the 11 and 26 November events were convection sys-
tems with initiation in the SDC (http://catalog.eol.ucar.edu/
relampago) with a south–north propagation, which is not
reflected in the figure due to the small domain considered.
Overall, the figure reveals a relatively accurate forecast of the
events and their trajectory. Besides the general detection of
events, for 11 November we observe that the high-resolution
NWP models overestimate the amount of precipitation more
than the GFS, particularly for F 24-h forecasts. While for

27 November, the precipitation location and magnitudes are
better represented by WRF than the GFS, all the models fail
to detect the 1 December event for F 24-h, but they correctly
represent it at F 36-h, particularly WRFSMN and WRFCSU.
Overall, the NWP models displace temporarily the maximum
of precipitation i.e., precipitation is observed later than the
forecast, for the three forecast lead times (F 48-h results are
similar to F 24-h ones, not shown).

The categorical statistics for the entire area and period of
interest were obtained for each NWP model, using Eqs. (1)
and (2) (see Fig. 10).

In terms of the BIASS, all the convective NWP models
overestimate high precipitation thresholds for the three fore-
cast lead times. Focusing on the F 24-h forecasts, the
WRFSMN and WRFCSU overestimate the 24-h accumulated
precipitation (BIASS greater than one) for all the thresholds;
whereas the WRFUIUC underestimates it (BIASS less than
one) for thresholds smaller than 15 mm day21 and overesti-
mates it for thresholds above that value, showing an outstand-
ing performance. It is remarkable that the GFS performs
better than WRFUIUC for thresholds bigger than 20 mm
day21, but with opposite sign.

For F 36-h and F 48-h forecasts all the WRFModel configu-
rations have a positive BIASS at all thresholds, supporting
the above analysis of total accumulated precipitation (Figs. 5).
The GFS has the closest BIASS to the perfect score for the F
36-h and F 48-h for thresholds bigger than 15 mm day21,
whereas the best ratio between forecasted and observed
events for the smaller thresholds corresponds to WRFUIUC.

The bottom row in Fig. 10 shows the F 24-h, F 36-h, and F
48-h 24-h accumulated precipitation ETS. All the NWP mod-
els exhibit a similar behavior: as the threshold value increases
the ETS gets closer to zero, meaning that the correctly pre-
dicted precipitation is almost equal to the considered number
of random hits. For F 24-h the WRFSMN and WRFCSU
stand out in their performance, they have better correspon-
dence between observed and forecast events considering ran-
dom chance. At the same time, the GFS F 24-h shows the
lowest ETS values. For the F 36-h forecasts, the WRFUIUC
configuration has the values of ETS closest to 1 between the
10- and 30-mm day21 thresholds. For the F 48-h forecasts, the
GFS has a better performance than F 24-h and F 36-h fore-
casts, obtaining similar ETS values to the NWP WRF Model
configurations except the WRFCSU that has the smallest val-
ues for the middle thresholds (between approximately 8 and
30 mm day21). The calculated score values in the present
study are within the range of previously reported statistics cal-
culated computed over the region of interest with WRF fore-
casts at 4 and 40 km resolutions, despite the fact that the
previously examined analyses focused on hourly accumulated
precipitation (Matsudo et al. 2015; Dillon et al. 2016). In addi-
tion, the decreasing behavior of the ETS score can be
explained by the fact that it has a dependency on the climatol-
ogy, the sample size, and on the locations where precipitation
was more frequent (Hamill and Juras 2006).

Considering these results, there is a general agreement in
the behavior of all the WRF Model configurations at all fore-
cast times which shows an overestimation in terms of a wet
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BIASS at thresholds superior to 5 mm day21, with the
WRFUIUC being the high-resolution model closest to the
optimal value. However, the GFS stands out for its BIASS
score for all the forecast lead times at thresholds bigger than

15 mm day21, but with a dry BIASS in F 24-h. For the ETS,
although the results do not show a consensus for a best NWP
model forecast, the F 24-h and F 36-h show that all three
WRF Model configurations perform mostly better than the

FIG. 8. The 90th percentile of 24-h accumulated precipitation fields (mm) for the period of study of all the NWP models (columns) and
forecast times (rows). (top) F 24-h, (middle) F 36-h, and (bottom) F 48-h forecasts. (first column) WRFSMN, (second column) WRFCSU,
(third column) WRFUIUC, and (fourth column) GFS. The dashed line is the contour of 750 mMSL.
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FIG. 9. Hovmöller (time–longitude) of 24-h accumulated precipitation fields for the period of study of all the NWP models (columns)
and forecast times (rows). (top) F 24-h and (bottom) F 36-h. (first column) WRFSMN, (second column) WRFCSU, (third column)
WRFUIUC, and (fourth column) GFS. The dotted, dashed, and solid lines are the contours equal to 5, 10, and 20 mm in 24 h, respectively,
of the observation field.
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GFS forecasts. Whereas for F 48-h the GFS outstands some
WRFModels for some thresholds, in terms of ETS.

Figure 11 shows the results of the calculated FSS, which
measures the 24-h accumulated precipitation forecast success
according to the square neighborhood size for a given 24-h
accumulated precipitation threshold. The expected behavior
of the score is an increase as either the size of the square
neighborhood (in this case the gridpoint scales) is higher or
the threshold is lower, which is observed for all the NWP
models configurations.

The performance of all the NWP models seems to worsen
(lower FSS values) as the 24-h accumulated precipitation
threshold increases, evidencing the difficulty of forecasting
extreme events. This behavior of FSS scores for large thresh-
olds in high-resolution models was also observed by (Ebert
2009). Overall, the WRFUIUC is shown to obtain the best
performance in all the forecast lead times for all the different
gridpoint scales, although the WRFSMN shows the best per-
formance in the F 36-h for all the neighborhood grid scale in
the extreme threshold. Either the WRFCSU or the GFS show
the worst performance for nearly all neighborhood grid scales
and thresholds. For this NWP WRF Model configuration, as
the thresholds of 24-h accumulated precipitation increase the
FSS values decrease, getting farther away from the results of
the remaining high-resolution NWP models, showing a better
detection for the smaller thresholds in the F 24-h and F 36-h.
For higher thresholds, the GFS has the worst performance in
terms of FSS values in all the forecast times, supporting previ-
ous statistical results (ETS close to zero). The WRFUIUC

configuration stands out from the others as it obtains the best
FSS for almost all the thresholds and neighborhood grid
scales. The highest values of event detection are found in the
F 24-h (up to 0.99).

b. Verification by terrain elevation

The prediction of accumulated precipitation by the NWP
models in this area is challenging due to the steep terrain and
orography which plays an important role in the distribution of
precipitation over land (Robinson and Businger 2019). As we
noted in the previous section, there is a tendency in the mod-
els studied to overestimate precipitation over the mountain-
ous areas. To further analyze the performance of the forecasts
as a function of the terrain, the study area is subdivided
according to the height MSL (orography).

Two regions have been defined:

• Orography: altitude greater or equal to 1000 m.
• Plains: altitude less than 1000 m.

Since each NWP model considered has a different repre-
sentation of the terrain, if the terrain from each model is
used, the locations of these regions would differ among them
(Fig. 3). Therefore, it was decided to divide the regions of
each sample using an independent dataset of terrain elevation
(Fig. 1).

The categorical statistics are obtained for each subregion
separately for each model, considering the entire period of
study. The F 24-h results for both subregions are shown in

FIG. 10. BIASS and ETS for each NWP model (rows) for (left) F 24-h, (center) F 36-h, and (right) F 48-h forecast times.
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FIG. 11. FSS for each NWPmodel for different gridpoint scales of interpolation (rows) for (left) F 24-h, (center) F 36-h, and (right) F 48-h
forecast times. (top)13 1, (middle) 53 5, and (bottom) 93 9 grid points. All data were interpolated to a 0.058 resolution.
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Fig. 12. Generally, the orography BIASS values are further
from one than those calculated in the plains for all the NWP
models. For thresholds up to 15 mm day21, WRFUIUC
obtains the most unbiased performance in both subregions,
while for the thresholds above 15 mm day21, the GFS model
shows a better performance. Among the WRF configurations,
the WRFUIUC configuration has the closest values to 1 for
all the thresholds and is never greater than 2. In the plains
(Fig. 12b), all the NWP models have a similar behavior for
thresholds under 10 mm in 24-h, whereas the WRFSMN and
WRFUIUC are equally apart from the perfect score, with
WRFSMN overestimating and WRFUIUC underestimating.
For higher thresholds, the GFS shows the least overestimation
followed by WRFUIUC. The GFS in the orography for the
largest thresholds (.25 mm day21) has a dry BIASS while in
the plains the opposite is shown. For both subregions the

WRF Model configurations generally stand out in terms of
improved ETS. As the thresholds increase, all the NWP mod-
els have a similar behavior. The POD has analogous out-
comes for both regions, with GFS scores near one for the
thresholds below 5 mm day21, indicating that it has the great-
est number of correct forecasts. In the orography class, the
WRFCSU configuration has the values closest to one between
5 and 25 mm day21, while the WRFSMN configuration scores
better for the largest thresholds. The behavior of the WRF
configurations in the plains is similar, while the WRFSMN
once again in the largest thresholds has a greater number of
correct forecasts. The WRFUIUC shows the least number of
false alarms (FAR) in the plains (Fig. 12b) in comparison
with the orography area, and also it is the NWP model that
reaches the closest value to zero in both subregions for the
thresholds below 30 mm day21.

FIG. 12. Categorical statistics BIASS, ETS, POD, and FAR for each model for the forecast time F 24-h (a) orography
class and (b) plains class.
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For F 48-h forecasts similar results to F 24-h are encoun-
tered for the BIASS and FAR (not shown). Regarding the
BIASS, the WRFCSU has the worst performance for both
subregions}being the NWP model with the largest wet
BIASS. Regarding the ETS the WRFUIUC obtains the best
performance for both subregions being the NWP model with
the largest number of events that were both observed and
forecasted. Last, the highest POD values correspond to the
WRFCSU.

For the F 36-h forecasts (Fig. 13), similar differences
between the subregions as in F 24-h forecasts are observed:
the values of BIASS for the plains are lower in module than
in orographic terrain for thresholds below 40 mm day21. The
WRFUIUC BIASS is the closest to one in both regions, con-
sidering the high-resolution models, although in the plains the
WRFSMN seems better for thresholds under 10 mm day21.

For all the forecast times and subregions analyzed, the BIASS
corresponding to WRFSMN and WRFCSU shows smaller
values for the smallest thresholds, indicating a larger overesti-
mation in cases of greater intensity of precipitation. This was
also documented by (Weisman et al. 2008) for WRF-ARW
precipitation forecasts for the spring-summer season of 2005
over the United States. Regarding the GFS, for thresholds
greater than 15 mm day21 it shows the closest values to one in
both subregions.

For the ETS, the behavior for the orography is similar to
that for the F 24-h results (Fig. 13a); but it changes for the
plains, where in general the WRFCSU (GFS) obtains the clos-
est (furthest) scores to one (Fig. 13b). Regarding the POD,
in the plains and orography classes the WRFCSU generally
obtains a larger number of correct forecasts than the other
NWP models. Once again, the WRFUIUC shows the lowest

FIG. 13. Categorical statistics BIASS, ETS, POD and FAR for each NWP model for the forecast time F 36-h
(a) orography class and (b) plains class.
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number of false alarms (FAR) for the plains class and presents
a similar behavior as in F 24-h forecasts. For the orography class
the WRFSMN andWRFCSU have the best performance for the
different thresholds.

Using the methodology introduced in section 2d and the
Eq. (6), we calculated the values of the volumetric PDF for
each subregion of the area of study with the aim of finding dif-
ferences between the performance of each NWP model for
each scenario (Fig. 14). In addition, to support the analysis,

the difference between the volumetric PDF curves of the
observations and each NWP model is shown (Fig. 15).

First, for the F 24-h forecasts the WRFUIUC shows the
best performance in both subregions since its volumetric PDF
curves adjust quite well to the observations, showing the
smallest differences for almost all the precipitation rates
in Fig. 15. The WRFCSU and WRFSMN configurations pro-
vide a better performance over the plains in comparison with
the orography for the largest values of 24-h accumulated

FIG. 14. Volumetric PDF for all the forecast times and with their corresponding rain volume ratio (a) orography class
and (b) plains class.
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precipitation. Regarding the detection of the most frequent
24-h precipitation observed record, in the subregion of
complex terrain the WRFCSU succeeds in achieving a
similar value (13% for 40 mm day21), while in the subre-
gion of the plains the WRFSMN shows the best values
(14% for 50 mm day21).

Second, for the F 36-h forecast, the PDF curve of WRFUIUC
and WRFCSU seems equidistant to the PDF curve of observa-
tions over the orography, whereas the WRFCSU stands out with
the smallest differences with respect to the observations in the
plains. In both subregions the WRFSMN is the model which
has the best detection of the PDF maximum compared with
the observations, meaning that it has the best performance

forecasting the most frequent 24-h accumulated precipitation
observed (40 and 50 mm day21 for orography and plains,
respectively).

Last, for the F 48-h forecasts, for both subregions the WRF
configurations indicate similar behavior to the observation
PDF, although for the orography (plains) the WRFSMN
(WRFCSU) stands out as the best. The detection of the
most frequent observations by the models occurs more
accurately in the orography than in the plains, being the
WRFSMN and WRFCSU the ones which achieve the best
performance.

The GFS has the largest differences with the observations:
over forecasting (under forecasting) thresholds below (above)

FIG. 15. Difference between the observed and forecasted volumetric PDF for each NWP model, for all the forecast
times; next to their label the corresponding mean of the absolute values are included for (a) orography class and (b)
plains class.
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the observation maximum of relative frequencies, demon-
strating a less satisfactory performance in comparison with
the other NWP model. This result agrees with (Garcı́a Skabar
et al. 2018), who showed that a global model overestimates
(underestimates) thresholds below (above) the mode of rela-
tive frequencies over Argentina.

Among the different WRF configurations, there is no opti-
mal configuration with respect to fitting the observation PDF
curve. For each forecast time, a different WRF configuration
stands out: for F 24-h the WRFUIUC in both subregions; for
F 36-h the WRFCSU over the plains terrain and the WRFUIUC
in the orography; for F 48-h theWRFSMN in the orography.

Finally, the rain volume ratio is calculated simply by inte-
grating all the rain intensities in the PDFs of each NWP
model and dividing it by the integration obtained from obser-
vations. All the values of the rain volume ratio are above one,
showing a generalized overestimation of the total 24-h accu-
mulated precipitation seen in previous analysis.

c. Atmospheric sounding evaluation

The mean bias profiles of temperature (T), dewpoint (Td),
and u and y wind components at 1200 UTC at the Villa
Yacanto de Calamuchita, Córdoba, and the Villa Dolores
sounding sites (Fig. 1) are shown for F 24-h forecast in Fig. 16.
Note that Villa Yacanto is closest to the highest peak in the
SDC and is located in a mountainous region.

In Villa Dolores, which is located upwind from the SDC
(considering the mid and upper-level flow), there is evidence
of drier low level conditions in all the NWP models (from 940
to 700 hPa) while the upper levels present a positive humidity
bias. Also, as the forecast lead time increases (only F 24-h
shown), the models continue showing dry conditions at lower
levels. In the midlevels, the biases are closer to zero. Compar-
ing among all the models analyzed, the GFS at the midlevels
(700 hPa) has an almost unbiased result while it shows the
largest wet bias in upper levels (above 500 hPa). All the WRF
Model configurations behave similarly but WRFSMN has the
values closest to a null bias at the lower levels; for the remain-
ing mid and higher levels there is no clear best model perfor-
mance as it varies depending on the forecast time and the
pressure level. Regarding the temperature profiles, at low lev-
els all the models show a warm bias surpassing 28C in the case
of GFS, and not reaching 18C in the case of WRFSMN, while
in general the four NWP models stay nearly unbiased above
800 hPa approximately. At this location (upwind the SDC),
the 1200 UTC mean circulation is zonal wind toward the SDC
and meridional poleward near the surface (940–900 hPa) (not
shown). Zonal wind (u component) bias evidence underesti-
mation by all the NWP models near the surface (920–900
hPa), being the WRFSMN the NWP configuration closest to
have null bias. On the contrary in upper levels (650–400 hPa)
the NWP models overestimate the zonal wind, behavior
which is observed for all the sounding sites. Considering the
meridional wind component, there is a difference between the
higher resolution WRF Models and the GFS: overestimation
and underestimation of the flow magnitude at lower levels,
respectively.

For Villa Yacanto the dry bias near the surface of all the
NWP models is not as dry as in Villa Dolores. The midlevel
values are closer to be unbiased for all the NWP WRF config-
urations. For the levels above 600 hPa there is a wet bias with
the GFS having the largest differences. The WRFSMN is
nearly unbiased from the surface up to 700 hPa for all the
forecast times (only F 24-h shown). The temperature repre-
sentation is more accurate than the humidity, particularly for
the GFS which is unbiased along all the atmosphere, while
the different WRF configurations show a little cold bias at
midlevels. The results evidence zonal wind bias overestima-
tion of all the NWP models for the upper and lower levels.
The GFS evidences that the zonal (meridional) wind is over-
estimated (underestimated) from the surface level to 300 hPa,
except at 600 hPa where the meridional wind is unbiased. The
WRFCSU (WRFUIUC) is the closest to be unbiased for
lower (upper) levels for the zonal wind. Last, the WRFUIUC
underestimates the meridional wind component in the
lower levels while the remaining WRF configurations
overestimate it.

At the Córdoba sounding site, located eastward of the
SDC, forecasts present a small upper level layer with a wet
bias. The WRFCSU and WRFUIUC evidence a dry upper
level layer (550–350 hPa) with a negative Td bias up to 228C,
while the WRFSMN and GFS have a positive bias. The lower
levels behavior is similar to Villa Yacanto. For the WRFCSU
we observe that as the forecast lead time increases, the midle-
vel (700–500 hPa) positive bias is smaller (only F 24-h shown).
Regarding the temperature, below 800 hPa the bias is either
null or warm, whereas above this level the values indicate a
general cold bias for all the models. In this case the zonal
wind bias is near zero for all the models in the lower levels,
where the observed mean circulation is westward (not
shown). Between 900 and 800 hPa there is a negative meridio-
nal wind bias for all the NWP models, but around 940 hPa it
is positive for the WRFCSU and WRFSMN. For midlevels
(800–650 hPa) the behavior differs from the previous stations
analyzed; the WRFCSU, WRFUIUC and GFS evidence over-
estimation of the meridional wind up to 1.5 m s21 (underestimat-
ing poleward intensity) while for lower levels (910–800 hPa) they
show negative values, indicating an overestimation of northern
flow.

In summary, at the three sounding sites the NWP major
deficiencies appear in the humidity representation. Particu-
larly, the GFS has a persistent moist bias above 500 hPa, sur-
passing a T bias of 88C over SDC. For lower levels the WRF
NWP models tend to be drier than the GFS. In addition, the
overestimation of the northern flow forecasted by the NWP
configurations at lower levels at Córdoba can partially explain
the overestimation of the 24-h accumulated precipitation in the
SDC, because of the role of poleward flows in carrying mois-
ture into the region (Mulholland et al. 2018).

4. Conclusions

In this work, the 24-h accumulated precipitation fore-
casts at 1200 UTC and the corresponding atmospheric
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profiles of various NWP model configurations that were used
during the RELAMPAGO-CACTI campaign are evaluated, in
a domain centered in the SDC using data from 125 surface rain
gauge stations and 3 sounding sites.

The evaluation over the entire study domain and in the
43-day common period involves three convection-permitting high-
resolution NWP models (4-km WRFSMN, 3-km WRFUIUC,
and 4-km WRFCSU) and one global low-resolution NWP model

FIG. 16. (top) Mean T (gray) and Td (black) forecast bias at various pressure levels (vertical axis) for each NWP model different sound-
ing sites (column) for forecast time F 24-h. (bottom) Mean u wind (black) and y wind (gray) components forecast bias at various pressure
levels (vertical axis) for each NWP model different sounding sites (column) for forecast time F 24-h. (left) Villa Dolores, (center) Villa
Yacanto, and (right) Córdoba.
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(0.258 GFS). It is the first time that such a comparison is carried
out focusing on the complex terrain of SDC, which represents an
important task particularly for this period of the year where
storms are frequent and intense.

The results analyzed throughout the study domain suggest
that NWP models tend to overestimate precipitation over the
SDC orography and underestimate it on the area identified as
plain terrain. From the analysis presented, the WRFUIUC
model shows the best performance having the smallest wet
BIASS for the WRF Model configurations, the ETS score
closest to the perfect score for F 36-h and F 48-h forecasts for
thresholds greater than 10 mm day21, and the greatest FSS
values. Although the GFS has outstanding values for the
BIASS, its performance in the ETS is close to zero for the F
24-h and F 36-h in most thresholds; this NWP model has a
much coarser resolution, thereby spreading precipitation out
over a larger area and being more accurate according to the
metric used. A key finding is that the NWP WRF configura-
tions struggle with the analyzed higher precipitation thresh-
olds, having an increasing wet BIASS and values of FSS
beneath 0.5 at large thresholds. It should be noted that the
results vary depending on the forecast lead time and statistical
score.

Considering the terrain height analysis, for each categorical
statistic a different NWP model has the best performance.
The WRF configurations evidence a general wet BIASS in
both terrain subdivisions, with greater values in the orography
class (altitude greater or equal to 1000 m). The GFS generally
overestimates accumulated precipitation for thresholds below
20 mm day21 and underestimates it for the largest thresholds
in both classes. It also shows the least amount of correctly pre-
dicted precipitation fractions considering a random number
of hits (ETS). Both the WRFCSU or the WRFSMN obtain
the largest number of correct forecasts (POD), while the
WRFUIUC and GFS obtain the lowest number of false
alarms for F 24-h and F 36-h forecasts, respectively. Last,
from the analysis of the volumetric PDFs, we can conclude
that the global NWP model underestimates the values above
the mode of precipitation rate, and particularly this underesti-
mation is larger in the complex terrain, while the values
beneath the mode are overestimated. The PDFs of precipita-
tion rate from the WRF configurations generally show a bet-
ter adjustment to the observed PDF compared with GFS. The
NWP models that stand out for their performance are the
WRFCSU and WRFUIUC, although it is worth noting that
the latter fails in detecting correctly the most frequently
observed threshold.

With the discussed results in mind, the last part of the study
evaluates the forecasted atmospheric soundings against the
recorded observations at selected RELAMPAGO-CACTI
sounding sites. All the NWP WRF configurations show a dry
bias at the low levels up to 800 hPa and a wet bias in the upper
levels throughout the RELAMPAGO-CACTI field cam-
paign. The GFS generally has the greatest wet bias westward
of the SDC, having more available moisture for convective
systems than the WRF Model configurations (Piersante et al.
2021). These results influence MCSs and large-scale precipita-
tion events because a dry bias near the surface discourages

convection and a wet bias in upper levels leads to favorable
conditions for the development of precipitation events. There
is a clear moist bias with respect to the observations in the
lower levels of the GFS model which is not seen in the NWP
WRF configurations. Regarding the wind bias there is not a
general consensus of an outstanding performance of one
NWP model. Results evidence that all the NWP models over-
estimate the zonal wind at the upper levels (650–400 hPa) and
underestimate the meridional component, behavior which is
observed for all the sounding sites. For Villa Dolores and
Villa Yacanto sounding sites the GFS generally has the great-
est zonal wind bias, while in midlevels the WRFSMN has the
furthest values from null meridional wind bias. For Córdoba
an overestimation of the northern flow forecasted by the
NWP configurations at lower levels was encountered.

Summarizing, the analysis shows that on the one hand, con-
vection-permitting high-resolution NWP forecasts in the SDC
complex terrain area are advantageous over the coarser reso-
lution GFS with parameterized convection, as demonstrated
by the 24-h accumulated precipitation fields, PDFs and FSS
score. On the other hand, even though the GFS has a lower
resolution, which results in having poorer spatial distributions
of precipitation, it does have good results similar to some
WRF configuration in some of the thresholds of the ETS anal-
yses (except F 24-h).

The overall better performance of the WRFUIUC configu-
ration can be attributed to several characteristics, including
different vertical coordinates, the YSU PBL scheme (vs MYJS
for the other models), its smaller grid spacing (3 vs 4 km), and
the use of a dual-moment microphysical parameterization
(Thompson). For example, (Casanovas et al. 2021) and (Rivelli
Zea et al. 2021) showed that the SDC has DSDs associated
with small drops and smaller sizes, while single moment
schemes cannot reproduce this type of DSD configuration at
small sizes. Since all of these models were driven by the same
analysis, biases in the upper level flow appear to arise from
biases in the GFS used as initial and boundary conditions,
which can impact forecasts of mesoscale phenomena (Durran
and Weyn 2016). At the low levels, one primary difference
among these model configurations is the PBL scheme, which
may be considered as an important factor in simulating the
low level flow and moisture correctly in this region of complex
terrain (Liu et al. 2011; Kacan and Levo 2019). For example
(Alvarez Imaz et al. 2021) found larger differences in fore-
casts of both precipitation and atmospheric profiles for PBL
schemes than for microphysics parameterizations in convec-
tive initiation over SDC. These errors suggest that both
improved data assimilation (Dillon et al. 2021) and model
physics are necessary for the improvements of precipitation
forecasts in this region, and will be the topic of future study. It
is worth noting that the implementation of an NWP ensemble
would contribute to the improvement of precipitation fore-
casts, allowing probabilistic approaches (Stensrud et al. 2009).
Verification of specific case studies would also be useful, in
order to analyze short-term forecasts, for example 6 or 3 h
where model spinup is a great challenge.

These results show the importance of convection-permit-
ting high-resolution forecasts in this region, which should be
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complementary to the coarser-resolution global model fore-
casts to help various users and decision makers.

The main outcomes of this work are being transferred to
the Córdoba provincial authorities and will allow an improved
management of the drained water volumes (operating valves,
gates, etc.) in the different reservoirs within the study area,
preserving valuable water resources, lives, and property in the
basin. One of the authors of this work has generated an opti-
mized meteorological information transfer tool that allows
technicians from provincial water resources management
agencies to access high-resolution (WRFSMN and WRFUIUC)
and low-resolution (GFS) forecasts of mean precipitation values
every 24 h by basin. This information is considered, in a first
instance, as input data to the hydrological models, allowing to pre-
dict the evolution of reservoir levels and discharges.
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Board of Trade, and the Ministry of Production of Córdoba.
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